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細胞から分子へ
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目的：生物分子を理解し医学へつなげる

インフルエンザ
ウイルスが細胞
に取り込まれる

過程



produced two widely used anti-influenza drugs,
zanamivir (Relenza) and oseltamivir (Tamiflu)
(1) (Fig. 1A). These reversible inhibitors were
designed to mimic the transition state, with a
guanidinium or ammonium substituent added at
the position corresponding to C-4 of the natural
substrate to bind in an anionic pocket, thereby
increasing affinity and specificity over humanNAs.
However, drug-resistant strains are now emerging,
particularly against the more widely used and
structurally divergent drug oseltamivir, highlight-
ing an urgent need for new classes ofNA inhibitors
that differ minimally in structure from the parent
sialic acid, given that the development of resist-
ance to structurally conservative, mechanism-
based inhibitors should be a much less probable
event (2–10).

NAs catalyze the hydrolysis of sialosides with
net retention of stereochemistry at the site of sub-
stitution. A mechanism involving an ion-pair inter-
mediate has long been suggested for the GH34

(11) influenza NA (12), although involvement of
a covalent intermediate, as has been shown for
GH33 NAs (13), has emerged as an alternative.
We provide evidence for such a covalent interme-
diate by use of 2,3-difluorosialic acid (1, DFSA)
(Fig. 1B) as a substrate that exhibits slow turn-
over. The electronegative fluorine atom at C-3
inductively destabilizes the oxocarbenium ion-
like transition states for both formation and hy-
drolysis of the intermediate, thus slowing each
step, whereas the C-2 anomeric fluoride leaving
group speeds the formation step, permitting ac-
cumulation of the covalent intermediate (Fig. 1B).
Rapid inactivation of N9 NAwas observed at low
inactivator concentrations, such that individual
kinetic parameters (Ki and ki) could not be de-
termined; only a second-order rate constant ki/Ki of
196 min−1 mM−1 could be measured. Turnover of
the covalent intermediate (khydr) also occurred
rapidly, with a t1/2 < 1 min. Confirmation of the
formation of a covalent species and identification

of the site of attachment was achieved by peptic
digestion of N9 NA that had been labeled with
DFSA 1, or by its difluoroKDNanalog (figs. S1 to
S3). Isolation and subsequent sequence analysis
of the labeled peptide by liquid chromatography–
based tandem mass spectrometry identified this
peptide as NTDWSGYSSSGSF,with the tyrosine
(Y) bearing the sugar label, thereby confirming
that Y406 functions as a catalytic nucleophile.

Knowing that the influenza NAs employ a
covalent mechanism, we explored these DFSAs
as a possible new class of covalent mechanism–
based influenza therapeutics. These are attractive
because the initial affinity of the drug (Ki) can be
optimized, as well as the relative rate constants
for formation (ki) and hydrolysis (khydr) of the
trapped intermediate, with the objective being to
optimize the ratio of ki/khydr. Versions of 1 bearing
amine (Am) and guanidine (Gu) substituents at
C-4 were of interest because these cationic sub-
stituents might improve the initial affinity and

Fig. 1. Structures of key influenza therapeutics,mechanismof action of
DFSAs, and x-ray structure of inhibited enzyme. (A) Chemical structures of
cell surface sialic acids, the neuraminidase transition state, zanamivir (Relenza),
and oseltamivir (Tamiflu). (B) Mechanism of action of the DFSAs. (C) X-ray crystal-
lographic structure of the active site of the enzyme trapped as its 3-fluoro(eq)-4-
guanidino-sialyl-enzyme intermediate (elimination product is in pale cyan) overlaid

with omit (22) electron density map shown as a graymesh contoured at 1s within
1.6 Å of ligands. The electron density extends from the ligand molecule to
Y406, suggesting a covalent link between the inhibitor’s C-2 atom and the OH
of Y406. (D) Diagram of interactions (orange dashed lines; distances in Å) with
the sialic acid in the covalently inhibited enzyme. The corresponding diagram
of interactions for the elimination product is shown in fig. S4.
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生物分子を見る実験方法

RNA sponge, Song, Gallagher-Jones, et al

David J Morgan from 
Cambridge, UK - Tecnai
12 Electron Microscope

X線結晶解析，自由電子レー
ザー

電子顕微鏡

NMR

データ解析

Cyanovirin-N, Sandstom, et 
al



多数のデータを使った立体像の構築

立体構造モデ
ル

角度の推定

phase
retrieval

Structure Factor (3D 
structure in Fourier 
space)

実験データ

X-ray beam

Particle stream

Diffraction pattern 
recorded on a 
pixelated detector

Stopper

K. J. Gaffney and H. N. Chapman, Science (2007) 316 1444-1448

スーパーコンピューターにより百万画像の解析を可能にする



• 実験データをもとに決定した生体分子の
構造は静止画像
• 実際は常に動いているが，観測は難しい
• 分子動力学シミュレーションにより，
運動の様子を知ることができる．



分子をプログラムで表現

量子力学 古典力学

水分子 H2O

2013ノーベル化学賞



パラメーター

分子をプログラムで表現



分子の動きをコンピューターで再現
１．力の計算

２．ニュートンの運動方程式を解く（少しずつ近似的に）
１回のサイクル
=フェムト秒
=10-15秒



膨大な計算量

fluctuations of a native protein [4], this
type of approach has become one of
the most fascinating and widely used
methods of enhancing our
understanding of molecular processes
in living systems.

With the recent report [5] of an
all-atom molecular dynamics
simulation of a protein on the
millisecond timescale, a new milestone
has been reached. By looking at the
progress of such simulations with time,
a steady and dramatic increase can be
observed in the length of the
trajectories that can be generated by
this approach (Figure 1A). This result
is a direct consequence of Moore’s law
[6], which is well known in computer
technology and describes how the
performance of integrated circuits has
been increasing exponentially over the
last half-century by doubling
approximately every two years. Our
analysis of the literature (Figure 1A)
reveals that since the first report of an
all-atom molecular dynamics
simulation of a protein in water about
30 years ago [7], which was on the
picosecond timescale, there has been
an increase by nine orders of
magnitude in the timescales accessible
to this approach. If this trend
continues, and there seems little
reason to doubt that it will, within
a decade it will be possible to define the
trajectories of small proteins on the
timescale of seconds and more. These
advances are particularly remarkable
when one realises that a picosecond is
to a second as a second is to the time
that has passed since the emergence
of mankind on this planet.

Parallel to the increase in the
timescales accessible to simulations,
there has also been a growth in the size
of the systems that can be studied
(Figure 1B). Following the first
simulation of a small protein inwater [7],
which, even counting the surrounding
water molecules, involved just a few
thousand atoms, it is now possible to
obtain a first glimpse of the dynamical
processes that take place in the
ribosome, involving several million
atoms [8]. The computational power
needed to carry out a simulation
increases, at least in the most
straightforward approaches, linearly
with the simulation time (so that
doubling the length of a simulation
requires twice the power) and with the
square of the number of atoms involved
(so that doubling the size of a system
quadruples the power required to

simulate it). Therefore, from the
increase in the accessible timescales
(blue line in Figure 1A), it is possible to
infer the corresponding increase in the
accessible system sizes (blue line in
Figure 1B). This type of procedure,
rather than a direct analysis of the
trends in the published
‘record-breaking’ system sizes, is likely
to be more realistic, because there are
at least two factors that come into play
in the study of large systems. The first
factor is that the biologically relevant
timescales tend to increase as the
system size increases, and therefore
there is often limited value in simulating
very large systems for very short
timescales. The second factor is that
high-resolution structures are still
available for only a relatively few very
large macromolecular complexes [9].
Thus, for example, within the next ten
years it might become technically
possible, at least in principle, to carry
out anall-atomsimulationof thenuclear
porecomplex [10], but suchsimulations
cannot be carried out until an atomic
resolution structure is available.

The type of argument that we have
made follows from a general
consequence of the application of
Moore’s law to biological systems. The
data shown in Figure 1A,B indicate that
every decade there is an increase of
about three orders of magnitude in the
timescale and about one and a half

orders of magnitude in the system size
accessible to molecular dynamics
simulations. By combining these
observations, we can rationalise the
advances that have taken place in the
last three decades concerning the
types of system that can be studied by
all-atom simulations in water, and
make predictions about future
possibilities (Figure 1C). Thus, we may
expect, for example, that it will be
possible to simulate the dynamics of
the ribosome on the millisecond
timescale by 2030, thus starting to
provide us with a uniquely detailed
description of a key biological process,
here the biosynthesis of proteins from
the information encoded in our DNA
and the subsequent folding of the
newly synthesised polypeptide chains.
Following ananalogousargument, by

2050 it should be feasible to simulate
the all-atom dynamics of an entire
bacterial cell [11], although initially on
a nanosecond timescale, bringing an
atomistic description of the complete
set of processes onto which life
depends into the realm of possibility.
For those without the patience to wait
that long, however, we note that the
direct integration of the Newton’s
equations of motion at atomic
resolution over ever-increasing time
intervals is not the only strategy that is
possible in order to follow to simulate
the properties of macromolecular
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Figure 1. Moore’s law in molecular biology.

(A) Growth in the timescale accessible to molecular dynamics simulations of proteins. After the
first (in vacuo) simulation of a protein [4] (red point, bottom left), the timescale accessible to all-a-
tom simulations in water has been increasing exponentially, indeed doubling every year, to reach
themillisecond range [5] (redpoint, top right).By2020, it should thereforebepossible to follow the
trajectories of small proteins for seconds and beyond. (B) Growth in the size (in number of atoms)
of theproteinsystemsstudiedbyall-atommoleculardynamicssimulations.Theblue line isa theo-
retical limit derived by assuming that the growth in system size goes as the square root of the
increase in timescale, as the number of interactions scales as the square of the number of atoms.
The largest post-1990 simulations tend to fall below this limit, partly because of the lack of high-
resolution all-atom structures of large macromolecular complexes, and partly because it is often
notuseful todevoteagreatdealof resources tosimulatingavery largesystem if it canbeachieved
only for, very short timescale. (C)Changewith time in the limits of the timescales andsystemsizes
accessible bymolecular dynamics simulations. Theblue and reddiagonal lines define thebound-
aries at given times; for example, thecurrent limit (red line labeled as ‘2010’) runs through themilli-
second simulation of small proteins [5], and the nanosecond multi-million atoms simulations of
the ribosome [8], whose structure is shown in (B). If the current trends continue, it will be possible
to simulate the dynamical properties of the ribosome for milliseconds by 2030 (green cross).

Dispatch
R69 • 生物は複雑

• 現在のシミュレーションは，単純なごく一部のほんの一瞬
分・時間 細胞

Vendruscolo & Dobson, Current Biology 2010
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長いシミュレーションをする工夫

• 粗視化モデル

• 拡張シミュレーション

• スーパーコンピューター

• 並列化プログラム



Atomistic bacterial cytoplasm  simulation

Figure 1. Molecular model of a bacterial cytoplasm. (A) Schematic illustration of Mycoplasma genitalium (MG). (B) Equilibrated MGh system highlighted

with proteins, tRNA, GroEL, and ribosomes. (C) MGh cl ose-up showing atomistic level of detail. See also supplementary Figures 1 and 2 for structures

of individual macromolecules and metabolites as well as supplementary Figure 3 for initial configurations of the simulated systems.
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スパコンで迫る生体分子の働き
• 生体分子の働く仕組みを知り，医療につなげる．
• 実験による観測とコンピューターによるデータ解析
• 動きを理解するための運動シミュレーション
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