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2. Research Activities
The Large-scale Parallel Numerical Computing Technology Research Team conducts research
and development of a large-scale, highly parallel and high performance numerical software
library for K computer. Simulation programs require various numerical techniques to solve linear
systems, eigenvalue problems, fast Fourier transforms, and non-linear equations. In order to
take advantage of the full potential of K computer, we must select pertinent algorithms and
develop a numerical software library based on the concepts of high parallelism, high
performance, high precision, resiliency, and scalability.
Our primary mission of this project is to develop a highly parallelized and scalable numerical
library on the K computer system, namely KMATHLIB. It comprises several components such as
for solving

1) System of linear equations,

2) Eigenvalue problems,

3) Singular value decomposition,

4) Fast Fourier transforms, and

5) Nonlinear equations.
The K-specific topics are also our challenging works as follows;

a) Tofu interconnect,

b) Parallel I/O,

¢) Fault detection (soft-error), and

d) Higher accuracy computing.
We are going to complete this project through close collaboration among computational
science (simulation), computer science (hardware and software) and numerical mathematics.

Our final goal is to establish a fundamental technique to develop numerical software libraries
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for next generation supercomputer systems based on strong cooperation within AICS.

3. Research Results and Achievements

In this report, we focus on our three projects, 1) development of KMATHLIB, 2) development of
EigenExa, and 3) investigation of the FDTD related method. Other activities by each researcher
and collaborative works with other AICS teams are summarized in the last two sections, future

plans and the publication list.
3.1. KMATHLIB Project

1. Development of the KMATHLIB for the integration of OSS packages

Since FY2012-2013, we have developed an integration framework KMATHLIB for number of
numerical libraries installed on K computer. KMATHLIB supports a wide range of spectral of
a lot numerical libraries, and KMATHLIB-API covers the resource usage from hundred to

ten-thousand nodes or up to the whole system.

The schematic of KMATHLIB is depicted in Figure 1. KMATHLIB-API is on the top layer and is
accessed by users directly. By taking account of KMATHLIB, we can plug-in favorite OSS like
the bottom part of Figure 1. KMATHLIB-API can conceal the differences of API’s and data

structures, etc.

KMATHLIB API
KMATHLIB common data format
KMATHLIB data converter

AICS
Developed 0SsS1 0SS 2 0SS 3
MATHLIB s

EigenExa

Figure 1. The structure of the KMATHLIB package.
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Example of KMATHLIB-API is shown in Figure 2. KMATHLIB-API adopts a modern API style
of the standard numerical libraries, like PETSc and FFTW. In order to use the numerical
solver plugged in the KMATHLIB package, user needs to proceed four steps.

1. First, the user initiates KMATHLIB.

2. Create a handle of each solver. The handle is bound with several attributes about
underlying data and options of the solver function to be called.

3. Then, the user invokes a solver function associated with the handle.

4. Finally, the finalization step must be done before the end of the program.

We have successfully integrated the standard numerical libraries such as LAPACK,

ScalLAPACK, EigenExa, PETSc, FFTW, FFTE, and SSL Il into the KMATHLIB package.

program xxx
use kmath_lIs

Vec x,b
Mat A
KLS kis

call Kmath_Initialize()
call Kmath_LSCreate( MPI_COMM_WORLD, kls, ierr)

call Kmath_LSSolve(kls, A, b, x, ierr)
call Kmath_LSDestroy(kls, ierr)

end program

Figure 2. Example code of the KMATHLIB linear solver.

2. Enhancement of the KMATHLIB numerical libraries

Since FY2012-2013, we also have examined the parallel performance of the standard parallel
0SS, and we have concluded that most of OSS does not scale on a large number of
processors. We decided to develop and enhance the performance of ported OSS. In this
report, we present two notable results of KMATH_RANDOM (random number generator)

and newly proposed Divide and Conquer method for GEPBs.
a) Enhancement of the KMATH_RANDOM library

In FY2012-2013, we parallelized and integrated an open source real random number

generator dSFMT into the KMATHLIB framework, namely KMATH_RANDOM. To support it
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on K computer, we modified KMATH_RANDOM in FY2013-2014 so that each MPI process
restarts to generate real random numbers independently. We have evaluated the
KMATH_RANDOM library on K computer. Figure 3 shows the strong scaling behavior of the
generator function which successively yields one billion random numbers. Although

KMATH_RANDOM performs well, it scales down slightly when the number of nodes is

large.
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Figure 3. Strong scaling performance of KMATH_RANDOM on K computer.

b) New computational scheme by Divide and Conquer method for GEPBs
As a part of the KMATHLIB project, we have carried out basic research on a development of

a solver for generalized eigenvalue problems of banded matrices (GEPBs)

Aw = ABw.

Here, A and B are N-by-N symmetric band matrices and B is positive definite. GEPBs often
appear in quantum chemistry and the numerical solver of GEPBs can be used as a part of
the solution method for dense symmetric definite GEPs. The faster performance of the
solver for GEPB is strongly required. Rough analysis, however, reveals poor parallel
performance of the conventional methods (e.g. parallelized versions of DSBGV and
DSBGVD in LAPACK). We have proposed an alternative divide and conquer method for
GEPBs which is based on the Elsner’s idea (1997). The method has advantages that its
FLOPS count is smaller than the conventional method and the most of the operations can
be parallelized efficiently. Figure 4 shows the residuals |[|[AW - BWA||¢ | ||A]|r obtained by the

conventional solver (DSBGV) and a prototype of the proposed method. Here, W = [w,, w,,
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ooy Wy, A = diag(A, A, ..., ), and (A, w;) refers to the i-th eigenpair. We confirmed that

the accuracy of the proposed is comparable to or better than the conventional method.

— —-DSBGV —#— Proposed method

1.00E-12

_ 1.00E-13
S e
S 1 00E-14 =
(cb]
- 4./'.
= | 00E-15 | =
1.00E-16 ' ' ' '

320 640 1280 2560 5120
N

Figure 4. Accuracy test of DSBGV and the implementation of the proposed method.

3.2 EigenExa Project

The EigenExa Project is basically a collaborative work between Prof. Yusaku Yamamoto
(formerly Kobe University, presently the University of Electro Communications) granted from
‘Development of System Software Technologies for post-Peta Scale High Performance
Computing’ by JST CREST. We conduct mainly a part of the development of a high performance

parallel dense eigenvalue solver, namely EigenExa.

1. Implementation of a Parallel solver

In a last Annual report for FY2012-2013, we reported the progress of this project and the
status of the Eigen-K library. This FY2013-2014, the first version of the EigenExa library was
released on August 2013 as a successor of Eigen-K. User can download EigenExa from the

URL, http://www.aics.riken.jp/labs/Ipnctrt/EigenExa_e.html.

From the same URL, we can refer to the poster (Figure 5) which was presented at
International Workshop EPASA2014. Figure 5 illustrates the latest performance report and
our outstanding achievement of world largest scale eigenvalue computation on K

computer.
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CREST: Development of an Eigen-Supercomputing Engine using a Post-Petascale Hierarchical Model
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Figure 5. Poster from http://www.aics.riken.jp/labs/lpnctrt/EigenExa_e.html

As you can see the description of “one-million dimensional dense eigenvalue computing”,
we successfully diagonalized a one-million dimensional random symmetric matrix within
one hour by taking account of the full computational nodes of the K computer system. The
result shows a favorable properties of the EigenExa library towards the emerging Exa-scale

computing era.

2. Theoretical studies and Practices for Communication Avoiding

We have studied basic building blocks of high performance dense eigenvalue solvers. We
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have analyzed the parallel performance of our solver to construct a performance model for
predicting the performance on a post-peta scale system. In this FY2013-2014, we built a
prototype model which estimates the parallel execution time of the most dominant part of

our scheme, and we examined its accuracy on K computer (see Figure 6).

We have also studied a communication-avoiding algorithm, called TSQR (or CAQR), for
computing a tall-skinny QR factorizations, required in both dense and sparse eigenvalue
solvers. We evaluated its performance, particularly the strong scaling, by using K computer.
In addition, we pointed out its performance bottleneck by constructing a realistic

performance model and are now planning to improve the performance.

Finally, we report our two performance evaluations by using the whole FX10
supercomputer system, Oakleaf-FX, supported by "Large-scale HPC Challenge" Project,
Information Technology Center, and the University of Tokyo. In the first one, we measured
the performance of EigenExa in various conditions; we changed the size of a target matrix,
program parameters such as the shape of process grid and combination of the number of
MPI processes and that of the OpenMP threads. In the second one, we compared the
performance of TSQR/CAQR with other conventional algorithms such as Householder QR.
The results of both evaluations are expected to contribute to further performance tuning

of each program.
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Figure 6. Verification of our performance model on K computer.

3.3 Investigation of the FDTD Related Methods

In order to develop useful mathematical software for K computer, it is significant to investigate
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general numerical frameworks not focused on particular simulation codes. FDM (Finite
Difference Method) and FEM (Finite Element Method) are well-known numerical discretization
and time-integration frameworks for scientific simulation codes, which are based on fixed
spatial grid coordination. Other numerical principles to be handled on simulation codes are the
particle method and the mesh-less methods. In FY2013-2014, we started the study of the FDTD

related issues. This subsection illustrates the current status of our studies.

1. FDTDM (Finite Difference Time Domain Method)

Recent public interests center on the electric power problem, such as an electrical
generator, a charge device for an electric vehicle, and side effect of an electromagnetic
medical device. Finite Difference Time Domain Method (FDTDM) plays an important role in
a numerical simulation of such problems. We recognized that it is one of the key issues to
investigate a parallel FDTDM software on K computer while most of the standard FDTDM
software is commercial. We mainly conduct 1) numerical analysis of FDTDM, and 2)
development of open source software based on FDTDM. Since FY2013-2014, we have

investigated the feasibility of FDTDM for numerical simulations.

2. MTDM (Meshless Time Domain Method)

Though FDTDM is a strong numerical scheme for time-dependent electromagnetic
simulation, it has a strong restriction on the computational domain. There is a lot of
progresses to treat problems in a complex shaped domain, for example, finer meshes or
adaptive meshes, etc. Generally, meshless method requires no information about
geometrical structure, so an enhancement of FDTDM taking consideration of the meshless
framework is an alternative for the numerical simulation in a complex-shaped domain. We
study the Meshless Time Domain Method (MTDM) based on the Radial Point Interpolation
Method (RPIM). Since FY2013-2014, we have studied the numerical analysis for a 2D
simulation and the computational accuracy in terms of ‘node distribution’ and ‘base
functions’, which are thought as important parameters of MTDM. In addition, we have

improved the performance of the MTDM code.

4. Schedule and Future Plan
Our three main projects, KMATHLIB, EigenExa, and FDTD are progressing satisfactorily. They are

ongoing projects and there will be some update as follows.

1.  KMATHLIB project
In order to promote the KMATHLIB package, we need to support a lot of useful plugged-in

OSS. We plan to release the first version of the solver of GEBPs for K computer as a part of
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KMATHLIB in FY2014-2015. The generalized eigenvalue solver for dense matrices which
comprises the solver for banded matrices will be released in FY2015-2016 or later. Another
plan is to develop and release a prototype of the Helmholtz equation solver in FY2014-2015

which is collaborated by the SCALE project.

2. EigenExa project

After the first release of the EigenExa library, several application codes adopt to use
EigenExa. We got another important mission to maintain EigenExa continuously.
Furthermore, we recognize that it is also significant to improve the performance and
scalability. As reported in the last section, we struggled with the communication overhead
when the number of processors used is quite large. Towards the post K computer system,
HPC researchers, especially who are interested in numerical linear algebra, keep watch on
the progress of new technologies such as Communication Avoiding, Communication Hiding,
and Synchronous Avoiding. We are going to investigate these in the future EigenExa

library.

3. FDTD related method

Our must topics for the FDTD related project are to support a 3D simulation by using MTDM
and to analyze computational precision in a practical simulation. In fact, an accurate
numerical simulation of side-effects from an MRI device to a human-body has a big impact
to life science and medical engineering. We need to promote the FDTD related works to an

unexplored field in AICS.

4. Otherissues
As we described in the annual report FY2012-2013, “Fault tolerance” or “Resilience” is one
of the key words for the peta-scale computing. From the viewpoint of the numerical library,

we would like to establish a new algorithmic fault detection mechanism and its framework.

5. Publication, Presentation and Deliverables
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[1] Y. Idomura, M. Nakata, S. Yamada, M. Machida, T. Imamura, T. Watanabe, M. Nunami, H.

Inoue, S. Tsutsumi, I. Miyoshi, and N. Shida, “Communication overlap techniques for
improved strong scaling of gyrokinetic Eulerian code beyond 100k cores on the K-computer”,
Intl. J. of High Performance Computing Applications (IJHPCA), SAGE publications, Vol. 28, No.
1, pp. 73-86, Feb. 2014. doi: 10.1177/1094342013490973.
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Computing], Vol. 2013-HPC-140, No. 41, pp. 1-8, 2013-07-24. (Oral, in Japanese)

[15] Y. Ohi, T. Tatsuno, and S. lkuno, “Numerical investigation for stability of electromagnetic
field analysis using shape functions based on RPIM”, JSIAM 2013 annual meeting, ACROS
Fukuoka, Fukuoka, Sep. 9-11, 2013. (Oral, in Japanese)
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